Abstract—We present a methodology to assess cell level alterations on the human retina responsible for functional changes observable in the Optical Coherence Tomography data in healthy ageing and in disease conditions, in the absence of structural alterations. The methodology is based in a 3D multilayer Monte Carlo computational model of the human retina. The optical properties of each layer are obtained by solving the Maxwell’s equations for 3D domains representative of small regions of those layers, using a Discontinuous Galerkin Finite Element Method (DG-FEM). Here we present the DG-FEM Maxwell 3D model and its validation against Mie’s theory for spherical scatterers. We also present an application of our methodology to the assessment of cell level alterations responsible for the OCT data in Diabetic Macular Edema. It was possible to identify which alterations are responsible for the changes observed in the OCT scans of the diseased groups.

I. INTRODUCTION

Optical Coherence Tomography (OCT) has been widely used in ophthalmology for non-invasive structural imaging of the retina. This low coherence interferometry technique [1], also allows to gather functional information from the ocular fundus [2;3] due to its sensitivity to small variations of the refractive index [4]. Our previous studies have established a link between changes in the blood-retina barrier (BRB) and in optical properties of the retina [5], which can be identified by OCT in the absence of structural alterations. Recent work showed that it is possible to discriminate between healthy retinas and retinas of diabetic patients without diabetic retinopathy [5;6], between healthy retinas and retinas of Multiple Sclerosis (MS) patients [6-8] as well as between different age groups of healthy volunteers [9], using classification techniques based just on the statistical information embedded in OCT images, without resorting to any structural information. However, the specific source(s) of those observed differences remain unknown.

For this reason, we decided to develop a computational model of OCT imaging in the retina, capable of simulating the content of OCT data from the human retina. Our long term objective is to understand the changes occurring at the cellular level that lead to differences in OCT data, through the solution of the inverse scattering problem, reconstructing the optical properties of the retinal layers based on their scattering patterns. Reaching this goal requires to assess the direct scattering problem. This comprises two main steps (1) the study of the propagation and scattering of the electromagnetic wave as it travels through the retina and (2) the measurement of scattered light at the detectors. The behavior of light scattering through a scattering tissue can be described by a variety of methods, such as the radiative transfer theory, Lambert's Beer Law, Maxwell's equations and also using statistical approaches like Monte Carlo.

Several approaches have been proposed to describe the interaction of light with retinal tissues. Most are based on single-scattering theory [10], which cannot fully model the complex structure of the retina. This can be achieved by solving Maxwell's equations [11]. The Mie solution to Maxwell's equations is one of the most popular methods to model tissue scattering at the cellular level [12]. However, Mie's solution only describes the scattering patterns for a single homogeneous sphere, therefore limiting its application to scatterers of different shapes and aggregates of scatterers. The Generalized Multiparticle Mie (GMM) introduced by Xu [13] is an extension of Mie's solution to multiple scattering (aggregates of spheres) that models more accurately light scattering from biological tissues. Nevertheless, GMM is also restricted to spherical structures.

More complex models need to be used when considering scatterers of arbitrary shapes. The finite-difference time-domain (FDTD) method is a solution of Maxwell's equations in the time domain that has been applied to a wide range of electromagnetic problems. FDTD has been applied to light scattering from cells [14;15]. This application was further extended to study the influence of different organelles inside the cells. FDTD can model inhomogeneous objects of arbitrary shapes. However, it comprises limitations as well, in particular the computational cost. Due to this, techniques have been developed towards Finite Element Methods (FEM). FEM surpass FDTD methods in terms of geometric flexibility and ability to work with higher orders of accuracy and efficiency in computations.
Our approach includes the following steps: (1) build a 3D structural and optical model of small-regions of each retinal layer, (2) solve the Maxwell’s equations for each of those 3D domains, using a Discontinuous Galerkin Finite Element Method (DG-FEM) to obtain the scattered field and calculate the scattering cross-section and anisotropy, and (3) use the calculated scattering factors to parameterize a multilayer Monte Carlo model of OCT retinal imaging. To the best of authors’ knowledge, this methodology has never been proposed and applied for a complete inverse modeling of OCT data, thus contributing for an important insight on the understanding of retinal changes at a cellular level.

The present manuscript reports on the implementation and analysis of DG-FEM Maxwell 3D model and its validation by comparison with Mie's solution for a single spherical scatterer. We also report on the application of our methodology to model the OCT signal from the Outer Nuclear Layer (ONL) of the retina, for investigating cell level alterations capable of mimicking the OCT signal from the ONL of patients with Diabetic Macular Edema (DME). This layer was chosen as it consistently presents characteristics of DME and also because it may be modeled by approximately spherical scatterers, which helps to simplify the simulation.

DME is a major cause of visual loss in diabetic patients [16]. It is defined as an increased retinal thickness due to fluid accumulation that can be intra- or extra-cellular [17]. In intra-cellular edema, cells have increased fluid intake, becoming enlarged; extra-cellular edema results from fluid accumulation outside the cell, generally as a consequence of the breakdown of the BRB and leakage into the retinal space. In the second type of edema, lipid contents of the leakage can agglomerate into structures called hard exudates.

II. DG-FEM MAXWELL 3D

Here, we present a brief description of DG-FEM Maxwell 3D. This method follows the main ideas presented in [11] for the 2D case.

A. Discontinuous Galerkin method

The DG formulation used in this work follows the nodal formulation described in [18] and its specifications were previously discussed, for the 2D case, in [11]. Now we consider the 3D case and restrict our attention to computational domains (meshes) tessellated by tetrahedrons.

B. Low-storage Runge-Kutta

For time integration, we used the improved fourth-order, 14-stage low-storage Runge-Kutta (LSRK) presented in [19], instead of the fourth-order, five-stage LSRK method used in [18]. This reduces the computational time in 40%, without further increasing the computational cost, as verified in [11].

C. Domain constraints and specifications

In electromagnetic simulation, and even more for the successful application of the DG method, it is important to account for absorbing boundary conditions. The purpose of specifying such constraints is to avoid undesirable reflections caused by non-absorbing boundary conditions, which invade the simulation domain and interfere with the phenomenon of interest. We consider the perfectly matched layer (PML) formulation in [20].

Furthermore, a variable electric permittivity was introduced to simulate the full complexity of the retina, changing the initial formulations in [18]. Since we are modeling exclusively biological domains, which are magnetically transparent, the magnetic permeability will be considered as a constant (μ ≈ 1). To introduce the effect of spatially variable electric permittivity (ε → ε(x)), the numerical fluxes (E and H) must incorporate the local impedance Z and conductance Y as

\[ Z^+ = \frac{1}{Y} = \sqrt{\frac{1}{\mu_e}}, \]

where the superscript “+” refers to the neighboring element and the superscript “−” refers to the local cell.

D. Near-To-Far-Field Transformation

A well-defined scattered-field region enables the computation of the near-field scattering pattern. However, to simulate the retinal layers, we are interested in the far-field scattering phenomena. Using the near-field data, it is possible to apply a near-field to far-field transformation (NFTFFT) to obtain the far-field scattering pattern [21]. The NFTFFT is an application of the surface equivalence principle: the values of the near-field at a virtual surface surrounding the scatterer are used to compute a magnetic and electric “current” that allows the computation of the scattered field at any point outside the virtual surface.

Knowing the far-field scattering pattern \( F_s(\theta,\phi) \), it is possible to determine the macroscopic parameters anisotropy (g) and scattering cross-section (\( \sigma_s \)), defined by:

\[ g = \int_0^\pi p(\theta)\cos(\theta)\sin(\theta)\,d\theta, \]

\[ \sigma_s = \int_0^{2\pi} \int_0^\pi F_s(\theta,\phi)\sin(\theta)d\theta, \]

with \( p(\theta) \) the scattering phase function [14].

III. VALIDATION

The validation of DG-FEM Maxwell 3D with Mie's solution, requires a domain composed by spherical cells. In fact, a single spherical cell is considered, simply modeled as a dielectric object. For Mie's solution, we used software based on [22]. For DG-FEM, all mesh generation is done with FreeFem. Before each simulation, the initial mesh is discretized as a cube domain, with two spherical interfaces, which correspond to the scatterer and the surrounding virtual surface where the field's dynamics are collected.

We calculated the differential scattering cross sections \( d\sigma/d\theta \), solely depending on the scattering angle (azimuthally averaged), only for unpolarized light. The comparison between Mie's and DG-FEM Maxwell 3D solution was done by calculating the differential cross sections and the relative percentual error between the g and \( \sigma_s \) results. The results are shown in Fig. 1. and 2 and Table I.

The results are within the required precision. However, some aspects need further improvement, mostly regarding the sensibility to the incident wave's frequency, DG-FEM order of interpolation and mesh discretization. Our simulations have shown that an increase in the wave's
frequency requires an increase in the method's order, which is computationally expensive. Furthermore, the quality of the mesh also affects the precision of results and cannot be compensated by increasing the polynomial order. In order to improve the mesh quality and precision while maintaining a reasonable computational time, it could be necessary to further refine the mesh in areas where the electromagnetic fields are expected to be more complex.

A. OCT acquisition and processing

Optical coherence tomograms (Cirrus HD-OCT, Carl Zeiss Meditec) of eyes diagnosed with DME and eyes of healthy controls were collected from our institutional database to be processed and analyzed. We organized the acquisition information in above groups described.

Several steps are performed from the raw OCT data to the averaged A-scan describing each group. First, the ONL is manually segmented from the original data and all B-scans from a group are aligned to its upper boundary. The segmented data for each group is then averaged into a mean B-scan, which in turn is averaged into a mean A-scan. The resulting scan is normalized by the maximum intensity at the lowest retinal boundary (the retinal pigmented epithelium), thus removing any dependence on above structures/media opacity. The averaged A-scan is then cropped to discard any influence from inaccuracies in segmentation and clipped to the smallest ONL thickness measured.

B. Model and Monte Carlo simulation

The ONL is mostly populated by the photoreceptor cell’s soma. Thus, we postulate that the main contribution to light scattering in this layer comes from the nucleus, as it presents the highest refractive index difference to the surrounding medium. With this in mind, we modeled the ONL as a population of spherical nuclei in a homogenous medium. This framework allows us to test several optical and physical properties of the cellular medium, namely the nucleus’s diameter and refractive index, the medium’s refractive index and the nuclei density (number of nuclei per unit volume).

To perform the simulation, we implemented a Monte Carlo method in Matlab, loosely based on the Monte Carlo multilayer method [23] with parameters describing the interaction of light with the medium provided by the DG-FEM Maxwell 3D model. We implemented a photon packet injection following a Gaussian beam shape. The detection scheme is based on the one proposed by Kirillin et al. [24]. Another consideration taken into account was to store the total travel path instead of the photon’s deepest length. This allows accounting for multiple scattering and its noise effect, as a multi-scattered photon, if detected, may be mistaken as coming from a depth equal to its total travel path.

The impact of each parameter in the simulated scan was estimated by running multiple simulations of the ONL, modifying one parameter at a time. By matching the various simulated scans with the representative A-scans for each eye group, we could determine which set of parameters can reproduce the collected data

B. Results

We were able to simulate adequately both DME groups. In Fig. 3 we compare the simulated and real OCT data for the healthy controls and the two DME groups. There are significant differences between the OCT signals from the two groups. The DME group I has consistently a stronger intensity signal throughout the ONL than the healthy controls. To reproduce this condition, it was mandatory to increase the nuclei’s radius by 14% from the healthy status, while keeping all the other parameters unchanged. No other combination of parameters was able to mimic the OCT data.

### Table 1. Comparison of g and σ for both solutions

|          | g     | σ,  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mie’s solution</td>
<td>0.72924</td>
<td>2.7367</td>
</tr>
<tr>
<td>DG-FEM simulation</td>
<td>0.73193</td>
<td>2.7349</td>
</tr>
<tr>
<td>Relative error (%)</td>
<td>0.36794</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Figure 1. Normalized plot of dr/dθ for scattering angles up to 180 degrees

Figure 2. Polar plot of dr/dθ for all scattering angles

IV. APPLICATION

We applied our simulation tool to the study of DME. OCT scans were acquired from healthy controls and patients with DME. The collected OCT data was divided into three distinct groups: healthy subjects, DME patients with significantly increased ONL thickness (DME I) and DME patients without visible changes in the ONL (DME II). All experimental procedures involving human subjects were approved by the Institutional Review Board of AIBILI.

For each group, the ONL was segmented and processed, yielding a representative OCT A-scan. Using reference values for the physical and optical characteristics of the healthy human retina, we used a Monte Carlo method with a model for the ONL, parameterized with values obtained from DG-FEM Maxwell 3D model, to simulate an A-scan for each group and compare it to the real data.
In the DME group II, the increase in ONL thickness leads to a reduced backscattered signal compared to the healthy status. We were successful in reproducing DME group II’s data by decreasing the nuclei density in the simulation. We estimated the nuclei density by assuming that the number of nuclei is unchanged and increasing the simulated ONL’s volume according to the ONL’s thickness increase from 70.3 μm in the healthy case to 117.2 μm.
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**Figure 3.** Comparison between simulated A-scans (dashed lines) and real A-scans (solid lines), both normalized, for healthy controls (blue) and DME groups (red): (a) DME group I; (b) DME group II

V. CONCLUSIONS

We proposed a method for solving the time-dependent Maxwell’s equations focusing on the simulation of light scattering through the retina’s layers, DG-FEM Maxwell 3D. The validation of the proposed methodology was done by comparison with Mie’s theory, considering the light scattering for a single sphere. The obtained results are in agreement with those obtained using Mie’s theory. The successful validation of our methodology enables the extrapolation of the method to non-spherical structures and opens its application to all retinal layers.

We also presented a first application of our methodology. The results achieved seem to corroborate the existence of two types of edema: cytotoxic (intra-cellular) and vasogenic (extra-cellular). We were able to identify changes at the cellular level that can justify the alterations in the ONL of DME eyes as measured noninvasively by OCT. Although other modifications at cellular level may be responsible for these differences, we discarded variations that were not compatible with the known ocular physiology.
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